Performance Study on Data Discretization Techniques Using Nutrition Dataset
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Abstract. Data mining has been widely used in medical and health care domain as the predictive models. Data preprocessing is one of the important steps in data mining process as it consumes about sixty percent of the data mining project effort. Data discretization is one of the pre-processing methods. It makes learning process faster and more accurate. In this paper we proposed the nutrition data classification modeling using two discretization techniques i.e. Boolean Reasoning and Entropy Algorithm. Both techniques are selected from detail study of fifty discretization techniques available to date. The purpose of this work is to compare the performance of different data discretization techniques and to find the most suitable discretization techniques for the nutrition data set. The nutrition data set are obtained from a survey conducted and it contains 160 attributes and 820 records. Both techniques are used to discretize the nutrition data set and the classification performance of both techniques in terms of accuracy and the number of rules evaluated. The experimental results showed that Boolean Reasoning performs better than Entropy Algorithm which gives higher classification accuracy in nutrition data set.
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1. Introduction

There are huge volumes of data available today because of the advancement technology in software computer and media storage. However, these data are often to be dirty due to several reasons such as incomplete data, missing data, noisy data and inconsistent data [1]. The uses of dirty data would give a huge impact to data mining result because it could give wrong interpretation [2]. Therefore, pre-processing is very important to ensure that data to be used are clean and appropriate for data mining. Data preparation and pre-processing is the key to solve the problem [3]. However, pre-processing is always omitted by researcher which will lead to inaccurate model result since the process is time consuming and tedious. A good data pre-processing will helps to create better model and will consume less time.

There are many pre-processing techniques. Each technique has its own functions and advantages. Discretization technique is one of the pre-processing techniques. Most of the classification tasks requires the data to be in the discrete form to be able to perform the mining process. The usage of continuous attributes involves huge storage, misinterpretation and long rules. Hence, discretization is needed to change from continuous attributes to discrete attribute in order to increase the accurateness in prediction.

Discrete attributes are the key factor in data mining as it involves with simple interval numbers for representation which is understandable and easier to use. The rules of discrete attributes usually are shorter and easy to understand, hence will increase the accurateness of prediction. Most of the algorithms in the
literature requires discrete attribute which caused data mining practitioners and researchers to perform data
discretization before or while doing data mining.

Most of the real data set usually contains continuous attributes. This involves data sets from health care. In this research, nutrition data set from a general hospital in Malaysia which consists of 820 objects and 160 attributes are used. This data set is used to understand the functions of foods and its relation to health. The objective of mining this data set is to identify patients’ dietary pattern and how this pattern could lead to the disease. 60 years old people and their dietary pattern have been chosen as the domain. This data set is also used to compare performance of different data discretization techniques and to find the most suitable discretization techniques for the nutrition data set.

2. Literature Review

Data mining has been widely used in medical and health care domain [4; 5; 6; 7]. Data pre-processing is one of the most important steps in data mining process as it consumes about sixty percent of the data mining project effort. The steps are named as data integration, data selection, data cleaning, data reduction and data transformation. Data reduction process refers to two approaches i.e. the reduction of data dimensional sizes or reduction of the data distribution. One of the data distribution reduction approach is data discretization.

Data discretization is defined as one of the way to reduce data used to change the original continuous attributes to discrete attributes [8]. It creates an appropriate number of intervals for data values thus transforming the continuous data values into the discrete values. The smaller data intervals usually contributed to more accurate predictive model which could cover higher prediction rates into new cases. Discretization is required particularly for rule-based data mining model such as decision tree and rough set classifiers.

Based on the study that has been done [9], two types of discretization techniques have been chosen. The methods are Boolean Reasoning [10; 11] and Entropy Algorithm [12].

2.1. Boolean Reasoning

Boolean Reasoning (BR) is suggested by [10]. This technique is used by [11] in rough set theory. BR is developed based on rough set theory and Boolean reasoning. This technique is a supervised technique that consider all attributed at the same time and produce smaller cut point. Cut point is defined as a real value that divides continuous value into intervals [14]. BR was chosen because it is suitable for rough set classification and it was the best approach for researches that involve with classification and recognition [11]. Moreover, this method hasn’t been used widely by the researchers in discretization.

2.2. Entropy Algorithm

Entropy Algorithm (Ent-MDLP) is a discretization technique based on entropy that was suggested by Fayyad & Irani [13; 14; 15]. Ent-MDLP uses entropy minimization heuristic (EMH) to discretize continuous attributes to interval. This technique also uses minimum description length criteria [16] to control number of interval. Ent-MDLP is a supervised technique that uses information class entropy to choose cut point. Ent-MDLP method was chosen because it was widely used in discretization researches [13; 17]. It also one of the best discretization methods [18; 19; 20] reported in literature.

3. Model Development

In this research, rough set algorithm is chosen as a data mining tool. Rough set [21] mining algorithm requires the data to be discretized. This is suitable with our research objective which is to compare discretization techniques. This model development can be divided to three steps which is data preparation and data pre-processing, model development and evaluation and testing. The framework for model development is illustrated in Figure 1.

3.1. Preparation of Data and Pre-processing

Data set collected is a nutrition data set from the UKM Hospital (HUKM). These data sets are collected from 820 patients and have 160 attributes. Out of 160 attributes, 56 continuous attributes are identified. First
step in preparing the data is the selection of the attributes. This is done by removing redundant attributes (two attributes that have the same knowledge) and unimportant attributes (attributes that contains insignificant knowledge for modelling). Then, the preprocessing is carried out. The preprocessing stage involves filling in the missing value (use the attribute mean), attribute construction, concept hierarchies, replacement of nearest neighbourhood techniques, and discretization techniques. Techniques Ent-MDLP and BR are chosen for discretization.

![Fig. 1: Model Development Framework](image)

3.2. Mining

After data pre-processing has been conducted, data set is divided to training data and testing data using k-folds cross validation techniques. This technique prepared nutrition data set to 10 folds randomly. Training data is used to develop a model while testing data is used to determine the accuracy of the model acquired. Model development is built using roughs set theory. Two model is developed. One is using data set that is discretized using BR while one data sets i using Ent-MDLP. Rosetta [22], rough set application, is used to mine the data.

3.3. Evaluation and Testing

Evaluation is based on classifier accuracy, numbers of rules, minimum of rules length, maximum of rules length and numbers of intervals.

4. Results

BR and Ent-MDLP has been used as comparison techniques. Evaluation for nutrition data set modeling is based on classifier accuracy ($ACC$), numbers of rules ($NR$), minimum of rules length ($min_L$), maximum of rules length ($max_L$) and numbers of intervals ($I$). the min$_L$ and max$_L$ are considered since it is the indication of complexities of the rules where shorter rules are expected to perform better than longer and specific rules. The best model for all folds are shown in Table 1.

The results showed comparative performance for both BR and Ent-MDLP techniques. However the best accuracy ($ACC$) was obtained from model 4 using BR recorded 90.52% with 6772 rules. The highest accuracy by Ent-MDLP recorded 87.93% with 7548 rules. In average, BR gives 85.15% accuracy while Ent-MDLP gives 83.27%. Both techniques showed equal performances in min$_L$ and max$_L$. the number of rules generated ($NR$) also showed comparative results. For each attribute in the dataset the number of intervals ($I$) set by both BR and Ent-MDLP showed significant difference. BR outperformed Ent-MDLP by producing the less $I$. However, this result does not indicate any significant relation to the accuracy for both techniques. Naturally, less number of intervals ensured the better modelling accuracy but if the number of intervals are too small it may cause certain information loss in the data. Therefore, in the aspect of number of generated intervals and the quality of rules via knowledge, Ent-MDLP seems to be a better choice.
5. Discussion and Conclusion

- **Best Model from All Folds**

<table>
<thead>
<tr>
<th>m</th>
<th>ACC</th>
<th>NR</th>
<th>Min_L</th>
<th>Max_L</th>
<th>ACC</th>
<th>NR</th>
<th>Min_L</th>
<th>Max_L</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>84.48</td>
<td>7698</td>
<td>1</td>
<td>3</td>
<td>80.17</td>
<td>6605</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>85.34</td>
<td>6869</td>
<td>1</td>
<td>3</td>
<td>85.34</td>
<td>6734</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>86.21</td>
<td>7724</td>
<td>1</td>
<td>3</td>
<td>87.93</td>
<td>7548</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>90.52</td>
<td>6772</td>
<td>1</td>
<td>3</td>
<td>84.48</td>
<td>6444</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>87.93</td>
<td>7771</td>
<td>1</td>
<td>3</td>
<td>87.93</td>
<td>7713</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>78.49</td>
<td>6634</td>
<td>1</td>
<td>3</td>
<td>81.03</td>
<td>7502</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>81.03</td>
<td>7706</td>
<td>1</td>
<td>3</td>
<td>81.03</td>
<td>7691</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>84.48</td>
<td>6885</td>
<td>1</td>
<td>3</td>
<td>87.93</td>
<td>7680</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>83.33</td>
<td>5736</td>
<td>1</td>
<td>3</td>
<td>72.41</td>
<td>7793</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>89.66</td>
<td>7720</td>
<td>1</td>
<td>3</td>
<td>84.48</td>
<td>7161</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

- **The Number of Intervals (I)**

<table>
<thead>
<tr>
<th>Atribut</th>
<th>prot</th>
<th>fat</th>
<th>cho</th>
<th>ca</th>
<th>p</th>
<th>fe</th>
<th>na</th>
<th>k</th>
<th>retinol</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Ent-MDLP</td>
<td>336</td>
<td>144</td>
<td>401</td>
<td>165</td>
<td>392</td>
<td>96</td>
<td>380</td>
<td>395</td>
<td>312</td>
</tr>
</tbody>
</table>

In this study, two discretization techniques were used for modelling the patient nutrition data. The experimental results showed that both techniques outperformed in different aspects. BR gives higher accuracy, lesser number of rules and number of intervals. Ent-MDLP gives lower accuracy, larger number of rules and large number of intervals. Both findings have their own advantages and drawbacks. Although BR produced the best model but shorter rules generated may contributes to the loss of knowledge. On the other hand, Ent-MDLP showed comparative performance towards BR with larger number of intervals. It gives good indication that although it produces many distinct values in an attribute which indicate the lesser loss of original knowledge, it does not affects the accuracy of the model.

Discretization techniques are one of the important techniques in data mining. Discrete attributes will produce short and precise results (rules) compared to continuous attributes. This research investigates two types of techniques namely BR and Ent-MDLP to identify the most suitable discretization techniques to the nutrition data sets in order to produce a better model. Based on the experimental results, Boolean Reasoning performs better than Entropy Algorithm which gives higher classification accuracy in nutrition data set. Further research can be made by comparing these techniques in neural network.
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