Dynamic Clustering of Data with Modified K-Means Algorithm
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Abstract. K-means is a widely used partitional clustering method. While there are considerable research efforts to characterize the key features of K-means clustering, further investigation is needed to reveal whether the optimal number of clusters can be found on the run based on the cluster quality measure. This paper presents a modified K-means algorithm with the intention of improving cluster quality and to fix the optimal number of cluster. The K-means algorithm takes number of clusters (K) as input from the user. But in the practical scenario, it is very difficult to fix the number of clusters in advance. The proposed method works for both the cases i.e. for known number of clusters in advance as well as unknown number of clusters. The user has the flexibility either to fix the number of clusters or input the minimum number of clusters required. In the former case it works same as K-means algorithm. In the latter case the algorithm computes the new cluster centers by incrementing the cluster counter by one in each iteration until it satisfies the validity of cluster quality. It is shown that how the modified k-mean algorithm will increase the quality of clusters compared to the K-means algorithm. It assigns the data point to their appropriate class or cluster more effectively.
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1. Introduction

A fundamental problem that frequently arises in a great variety of fields such as data mining and knowledge discovery, and pattern classification is the clustering problem [1]. The importance of data mining is increasing exponentially since last decade and in recent time where there is very tough competition in the market where the quality of information and information on time play a very crucial role in decision making of policy has attracted a great deal of attention in the information industry and in society as a whole. There is very large amount of data availability in real world and it is very difficult to excess the useful information from this huge database and provide the information to which it is needed within time limit and in required pattern. So data mining is the tool for extracting the information from huge database and present it in the form in which it is needed for each specific task. The use of data mining is very vast. It is very helpful in application like to know the trend of market, fraud detection, and shopping pattern of customers, production control and science exploration etc. in one sentence data mining is mining of knowledge from huge amount of data. Using data mining we can predict the nature or behavior of any pattern.

Cluster analysis of data is an important task in knowledge discovery and data mining. Cluster analysis aims to group data on the basis of similarities and dissimilarities among the data elements. The process can be performed in a supervised, semi-supervised or unsupervised manner [2]. Different algorithms have been proposed which take into account the nature of the data and the input parameters in order to cluster the data. Most of the algorithms take the number of clusters (K) as an input and it is fixed. In the real-world application it is very difficult predict the number of clusters for the unknown domain data set. If the fixed number of cluster is very small then there is a chance of putting dissimilar objects into same group and suppose the number of fixed cluster is large then the more similar objects will be put into different groups.
In this paper we propose a dynamic clustering of data with modified k-means algorithm. The algorithm takes number of clusters (K) as the input from the user and the user has to mention whether the number of clusters is fixed or not. If the number of clusters fixed then it works same as K-means algorithm. Suppose the number of clusters is not fixed then the user has to give least possible number of clusters as an input. The K-means procedure repeated by incrementing the number of clusters by one in each iteration until it reaches the cluster quality validity threshold.

2. Background of the K-means Algorithm

The term "k-means" was first used by James MacQueen in 1967 [3], though the idea goes back to 1957 [4]. The standard algorithm was first proposed by Stuart Lloyd in 1957 as a technique for pulse-code modulation, though it wasn't published until 1982. K-means is a widely used partitional clustering method in the industries. The K-means algorithm is the most commonly used partitional clustering algorithm because it can be easily implemented and is the most efficient one in terms of the execution time. The major problem with this algorithm is that it is sensitive to the selection of the initial partition and may converge to local optima [5 6 7]. The partitioning method constructs k partitions of the data, where each partition represents a cluster and k ≤ n (data objects) [6]. It classifies the data into k groups, which together satisfy the following requirements: i) each group must contain at least one object, and ii) each object must belong to exactly one group. The researchers have investigated K-means clustering from various perspectives. Many data factors which may strongly affect the performance of K-means, have been identified in the literature [7 8 9 10 11].

3. K-means Clustering

K-means (KM) clustering is a heuristic algorithm that can minimize sum of squares of the distance from all samples emerging in clustering domain to clustering centers to seek for the minimum k clustering on the basis of objective function [12]. First and foremost, the k as input is accepted, and then data objects which are belonging to clustering domain (including n data objects, n>k) are divided into k types. As a result, the similarity between same cluster samples of is higher, but lower between hetero-cluster samples. K data objects, as original clustering centers, are randomly selected from clustering domain by KM algorithm. K-means clustering is a data mining/machine learning algorithm used to cluster observations into groups of related observations without any prior knowledge of those relationships. The k-means algorithm is one of the simplest clustering techniques and it is commonly used in medical imaging, biometrics and related fields. The k-means algorithm is an evolutionary algorithm that gains its name from its method of operation. The algorithm clusters observations into k groups, where k is provided as an input parameter. It then assigns each observation to clusters based upon the observation’s proximity to the mean of the cluster [Eq. 1]. The cluster’s mean is then recomputed and the process begins again. Here’s how the algorithm works [6]:

**K-Means Algorithm:** The algorithm for partitioning, where each cluster’s center is represented by mean value of objects in the cluster.

**Input:** k: the number of clusters. D: a data set containing n objects.

**Output:** A set of k clusters.

**Method:**

1. Arbitrarily choose k objects from D as the initial cluster centers.
2. Repeat.
3. (re)assign each object to the cluster to which the object is most similar using Eq. 1, based on the mean value of the objects in the cluster.
4. Update the cluster means, i.e. calculate the mean value of the objects for each cluster.
5. until no change.
where \( x_i^j - c_j \) is a chosen distance (intra) measure between a data point \( x_i^j \) and the cluster centre \( c_j \), is an indicator of the distance of the \( n \) data points from their respective cluster centers. The term \( \text{intra} \) is used to measure the compactness of the clusters. The \( \text{inter} \) term is the minimum distance between the cluster centroids which is defined as

\[
\text{Inter} = \min \{ m_{k} - m_{kk} \} \quad k = 1, 2, \ldots, K-1 \text{ and } kk = k+1, \ldots, K
\]

Eq. 2

This term is used to measure the separation of the clusters. The standard deviation is used to check the closeness of the data points in each cluster and computed as:

\[
\sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - x_m)^2}
\]

Eq. 3

One of the main disadvantages of k-means is the fact that you must specify the number of clusters as an input to the algorithm. As designed, the algorithm is not capable of determining the appropriate number of clusters and depends upon the user to identify this in advance.

4. Proposed Method

The K-means algorithm finds the predefined number of clusters. In the practical scenario, it is very much essential to find the number of clusters for unknown dataset on the runtime. The fixing of number of clusters may lead to poor quality clustering. The proposed method finds the number of clusters on the run based on the cluster quality output. This method works for both the cases i.e. for known number of clusters in advance as well as unknown number of clusters. The user has the flexibility either to fix the number of clusters or by input the minimum number of clusters required. In the former case it works same as K-means algorithm. In the latter case the algorithm computes the new clusters by incrementing the cluster counter by one in each iteration until it satisfies the validity of cluster quality threshold. The modified algorithm is as follows:

**Input:**
- \( k \): number of clusters (for dynamic clustering initialize \( k=2 \))
- Fixed number of clusters = yes or no (Boolean).
- \( D \): a data set containing \( n \) objects.

**Output:**
- A set of \( k \) clusters.

**Method:**
1. Arbitrarily choose \( k \) objects from \( D \) as the initial cluster centers.
2. Repeat.
3. (re)assign each object to the cluster to which the object is most similar, based on the mean value of the objects in the cluster.
4. Update the cluster means, i.e. calculate the mean value of the objects for each cluster.
5. until no change.
6. If fixed_no_of_clusters =yes goto 12.
7. Compute inter-cluster distance using Eq.2
8. Compute intra-cluster distance using Eq. 3.
9. If new intra-cluster distance < old_intra_cluster distance and new_inter-cluster >old_inter_cluster distance goto 10 else goto 11.
10. \( k= k + 1 \) goto step 1.
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5. Experimental Results and Analysis

In this section, in order to verify the effectiveness of the proposed algorithm, we take some random numbers of 300, 500 and 1000 data points. The experimental results show that the proposed method outperforms K-means algorithm in quality and optimality for the unknown data set. The experiment is conducted on synthetic data set. The new algorithm works for fixed number of clusters as well as unknown number of clusters.

<table>
<thead>
<tr>
<th>Data points</th>
<th>No. of clusters (K-means)</th>
<th>No. of clusters (Dynamic K-means)</th>
<th>Inter_cluster distance (K-means)</th>
<th>Inter_cluster Distance (Dynamic K-means)</th>
<th>Intra_cluster Distance (K-means)</th>
<th>Intra_cluster Distance (Dynamic K-means)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 (Fig:1)</td>
<td>3</td>
<td>5</td>
<td>0.06961</td>
<td>0.07453</td>
<td>0.02814</td>
<td>0.01686</td>
</tr>
<tr>
<td>500 (Fig:2)</td>
<td>5</td>
<td>6</td>
<td>0.04837</td>
<td>0.08077</td>
<td>0.01376</td>
<td>0.01136</td>
</tr>
<tr>
<td>1000 (Fig:3)</td>
<td>12</td>
<td>8</td>
<td>0.02068</td>
<td>0.02376</td>
<td>0.00718</td>
<td>0.00680</td>
</tr>
</tbody>
</table>

Table 1: Experimental Results
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The above experimental results on synthetic data show that the proposed method gives optimal number of clusters for the unknown data set. It is also observed that the time taken in the proposed method is almost same as K-Means algorithm for smaller data set. The algorithm is developed and tested for efficiency of different data points in C language. The algorithm takes more computational time compared to the K-means algorithm for large dataset in some cases. The algorithm works same as K-means for the fixed number of clusters. For the unknown data set it starts with the minimum number of cluster given by the user and after the completion of every set of iteration, the algorithm checks for efficiency and it repeats by incrementing the number of cluster by 1 until it reaches the termination condition.

5. Conclusion and Further Research Direction

This paper proposed an improved data clustering for the unknown data set. The algorithm works well for the unknown data set with better results than K-means clustering. The k-means algorithm is well known for its simplicity and the modification is done in the proposed method with retention of simplicity. The K-means algorithm takes number of clusters (K) as input from the user. The major problem in K-means algorithm is fixing the number of clusters in advance. In the practical scenario, it is very difficult to fix the number of cluster in advance. If the fixed number of cluster is very small then there is a chance of putting dissimilar objects into same group and suppose the number of fixed cluster is large, then the more similar objects will be put into different groups. The proposed algorithm will overcome this problem by finding the optimal number of clusters on the run. The main drawback of the proposed approach is that it takes more computational time than the K-means for larger data sets. Future work can focus on how to reduce the time.
complexity without compromising cluster quality and optimality. More experiments will be conducted with natural datasets with different features.
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