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Abstract. In this research, we present the use of genetic algorithms and constraint handling techniques used in genetic algorithms to solve Multidimensional Knapsack Problems (MKP). We also investigate and compare how the use of different genetic algorithm operators and parameters could obtain different solutions for the MKP. Three proposed genetic algorithms (basic GA, GA with penalty function 1, and GA with penalty function 2) are implemented. The performance of these genetic algorithms is compared based on some small MKP. Finally, a well-known MKP is modified as a fictitious capital budgeting problem, and the results are reported. The experiment results show that genetic algorithms are capable to solve MKP and capital budgeting problems.
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1. Introduction

The Multidimensional Knapsack Problem (MKP) is a well-known NP-hard problem [1], which arises in several practical problems such as capital budgeting problem. The MKP can be defined as follows:

Maximize \[
\sum_{j=1}^{n} p_j x_j
\] (1)

Subject to \[
\sum_{j=1}^{n} r_{ij} x_j \leq b_i, \quad i = 1, \ldots, m,
\] (2)

\[x_j \in \{0,1\}, \quad j = 1, \ldots, n.\] (3)

Where

- \(n\) is the number of items,
- \(m\) is the number of constraints,
- \(p_j \geq 0\) is the profit of the \(j\)th item,
- \(r_{ij} \geq 0\), for \(i = 1, \ldots, m\), is the weight of the \(j\)th item,
- \(b_i \geq 0\), for \(i = 1, \ldots, m\), is the capacity of the knapsack.

There are \(m\) constraints described in equation (2) and each of them is called a knapsack constraint, hence, the MKP is also called the \(m\)-dimensional knapsack problem.

Many practical problems can be defined as a MKP. For example, in capital budgeting problem, project \(j\) has profit \(P_j\) and consumes \(r_{ij}\) units of resource \(i\). The goal is to find a subset of \(n\) projects such that the total profit is maximized without violating all resource constraints.

In last two decades, a number of papers involving the use of Genetic Algorithms (GAs) to solve MKP. Genetic algorithms, sometimes called natural selection, are search methods based on the principles of survival of the fittest. It was introduced and originally developed extensively by John Holland [6] in the
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middle of 1970s. The readers are referred to [4, 5] for a detailed steps of construction of a basic genetic algorithm.

2. Introduction of constraint handling techniques

Constraints must not be violated. However, either some encoding methods or after the use of recombination and mutation operators, may cause illegal individuals. In many of the applications where GAs are intended to be the problem of finding a feasible solution is itself NP-hard [2]. Michalewicz [7] also indicated that each evolutionary computation technique used to a specified problem should address the issue of handling unfeasible individuals.

Two constraint handling techniques, i.e., the use of penalty functions and repair algorithms will be implemented in our proposed GAs.

(1) Penalty functions. One most advantage of penalty function is that infeasible solutions are allowed in a population so that one feasible and highly fit solution might be generated by the combination of two infeasible individuals.

(2) Repair algorithm. In MKP, it is relatively easy to repair an infeasible solution and transform it into a feasible one. Repair functions are not only used to make an infeasible solution feasible, but also to improve the fitness of solutions.

3. GAs for multidimensional knapsack problem

In this section, a complete implementation of genetic algorithms will be introduced. The experiments are based on those standard MKP test problems from OR-Library issued by [2].

3.1. Population size and initial population

For population size, it is expected that the bigger the population is the better the results will be found. However, a bigger population also leads to an additional computation time per generation. We will discuss the differences between population size equals to 100 and 200 later on.

We adopt a random initialisation scheme in order to achieve sufficient diversification. In the first instance, each of the initial feasible solution was randomly constructed. However, it is very difficult to find a feasible solution for those large test problems. We consider it is due to the fact that finding a feasible solution is itself NP-hard. Hence, a primitive heuristic was used where a solution with all zeros is initially generated and a variable is randomly selected repeatedly and set to one if the solution is feasible. The heuristic terminates while the selected variable cannot be added to the solution. The pseudo-code for the initialisation as follows (see Algorithm 1).

Algorithm 1. Initialise P(0) for the MKP

Let: $I = \{1, \ldots, m\}$ and $J = \{1, \ldots, n\}$;

Let: $R_i =$ the accumulated resources of constraint $i$ in $S$; /* $S$ is solution set*/

for $k = 1$ to $N$ do

set $S_i[j] \leftarrow 0$, $\forall j \in J$;

set $R_i = 0$;

set $T \leftarrow J$; /* $T$ is a dummy set*/

randomly select a $j \in T$ and set $T \leftarrow T - j$;

while $R_i + r_j \leq b_i$, $\forall i \in I$ do

set $S_k[j] \leftarrow 1$;

set $R_i \leftarrow R_i + r_j$, $\forall i \in I$;

randomly select a $j \in T$ and set $T \leftarrow T - j$;

end while
3.2. Selection operators

Parent selection is the task of assigning reproductive opportunities to each individual in the population. Two selection strategies, i.e., roulette-wheel selection and tournament selection, are implemented in our experiments and the experimental results will be compared in section 3.

3.3. Crossover operators

The idea behind the crossover is let offsprings to inherit some both parents’ properties. Two crossover operators are tested in our experiment, i.e., one-point crossover and uniform crossover.

3.4. Mutation operator

Once a child solution has been generated from crossover, a mutation procedure is performed to change some selected bits in the child solution at random.

3.5. Replacement

After applying the above three operators, the new offsprings have been generated. However, how to replace the old population (generation) with the new offsprings is a question. We adopt the steady-state-no-duplicates strategy, which replaces the worst one of the current population by the one new generated individual, and checks that no duplicate offsprings are added to the population. This adds the computational overhead but more search space is explored.

3.6. Penalty functions

It is very likely that one good solution might be generated by the combination of two infeasible solutions. We tested two penalty functions (penalty function 1 and 3) proposed in [9], and the experiment results will be analysed and discussed in section 3.

3.7. Construct the parameters and operators in GAs

Table I shows the parameters and strategies used in our experiments. Since there is not one set of parameters that is suitable for all types of problems, we have to test during the experiment in order to find out the best set. Some of the parameters and strategies will be set the same as those showed in the literature [2, 3, and 8] since they have been improved to generate better solutions.

<table>
<thead>
<tr>
<th>parameters / strategy</th>
<th>setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>population size</td>
<td>100</td>
</tr>
<tr>
<td>initialisation</td>
<td>initialise algorithm</td>
</tr>
<tr>
<td>selection (two options)</td>
<td>roulette wheel tournament ($k = 2$)</td>
</tr>
<tr>
<td>crossover (two options)</td>
<td>one point uniform</td>
</tr>
<tr>
<td>crossover probability</td>
<td>0.9</td>
</tr>
<tr>
<td>mutation</td>
<td>bit flip</td>
</tr>
<tr>
<td>mutation probability</td>
<td>$2/n$</td>
</tr>
<tr>
<td>replacement strategy</td>
<td>steady-state-no-duplicates</td>
</tr>
<tr>
<td>stopping criteria</td>
<td>run over $10^5$ generations</td>
</tr>
<tr>
<td>improvements</td>
<td>penalty function, repair operator, local improvement operator</td>
</tr>
</tbody>
</table>

4. Experiments and analyses

4.1. Selection and crossover operators selection

We have conducted two selection methods and two crossover methods. The aim of this experiment is to find out one combination of these two methods in order to generate the best solution. Fig. 1 shows the results based on one largest problem.

In Fig. 1, the tournament selection with uniform crossover increases fast and produces the best solutions. Hence, this combination will be chosen in our experiment.
4.2. Population size selection

In this section, different population sizes (100 and 200) are tested based on some of largest problems. The fragment data for profit with different population sizes from 10,000 to 1,000,000 generations are displayed in Fig. 2.

In Fig. 2, it can be seen that the genetic algorithm with population size equals to 200 increases faster and generates better solutions than those of population size equals to 100. However, there is no significant gap between these two sizes. We decide to choose 100 as the population size to save experiment time.

4.3. Algorithms selection

Three GAs are implemented in this experiment, i.e., the basic GA, GA with penalty function 1, and GA with penalty function 2. The aim of this section is to choose one of the best algorithms to solve the MKP. Fig. 3 shows the experiment results in solution quality based on one small problem.

For small problems, in most cases, classical GA produces better performance since it has the fastest increase at beginning and finds the optimal solution very early. GA with penalty function 1 generally has the worst performance. GA with penalty function 2 also performed well in some cases. For example, in Fig. 3, the optimal solution (profit: 6159) is found by both GA and GA with penalty function 2.

5. Case study

In this section, we use the classical GA to solve a simple fictitious capital budgeting problem. In order to simulate the real world capital budgeting problems, we add two more constraints to those original constraints in MKP. One is called dependency constraint (e.g., if project 1 is chosen then project 5 should be chosen as well, and vice versa), the other is called exclusive constraint (e.g., if project 1 is selected then project 5 should not be selected, and vice versa).

We simply change the problem SENTO1 (in OR-Library, see the WWW address http://people.brunel.ac.uk/~mastijb/ejb/orlib/files/mknap2.txt) by adding the above constraints to a real capital budgeting problems. The experiment result is shown as follows:
Firstly, before the extra constraints are added to this problem, we found the well-known solution values (7772) and the optimal solution is displayed as follows:

```
01001  00110  10110  10001  01001  00000  01000  00000  11000  00100  10010
```

Next, the dependency constraint (project 1 and 5 are dependent in solutions) was added. The best solution values (7703) were found after 10 runs. The best solution is shown below, where both project 1 and 5 are selected:

```
11001  00100  00110  10110  10001  01001  00000  11000  00000  11000  00100  10010
```

Finally, the exclusive constraint (project 1 and 5 are exclusive in solutions) was added. Below is the optimal solution (7772) we obtained.

```
01001  00110  10110  10110  10001  01001  00000  01000  00000  11000  00100  10010
```

It is the same as the original optimal solution, because this solution is also feasible in exclusive case.

Note that, this is a simple example showing how to use GAs to solve real world project selection and capital budgeting problems based on MKP. It is sure that there are more other complicated constraints in real world problems.

6. Summary and future work

All three proposed GAs perform well for small problems. Although the best performance is obtained from the classical GA, it is hard to say which is better compared with others. Hence, further comparison is needed in large problems.

Note that, although classical GA performs well for small problems, some of the optimal solutions are not found. This means the performance of classical GA need to improve as well. Future work will be based on testing the performance (both solution quality and CPU consumed time) of GAs with local improvement.
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