Training of Sigmoidal FFANN using Zero Weight Initialization and Gaussian Learning Rates
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Abstract. Neural networks has varying applications in the field of control problems to pattern recognition problems. They have been used to solve non linear transformation problems. The common paradigm is for randomizing the various parameters like random initialization of weights to zero. The first order or second order derivatives are used to minimize the error. In this paper the neural network parameter weights are initialized to zero. This is a bias able method for randomization of the problem by initialization of weights to zero.
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1. Introduction

The artificial neural networks model is described as a relation given below. [16]

\{ANN Model\} = \{Architecture\} + \{Training/Learning Paradigm\}

Many models of ANN and training / learning paradigms exists. One of the most widely used models is the sigmoidal feedforward artificial neural networks. These types of networks have non-recurrent architecture and also have supervised training / learning paradigm. Sigmoidal FFANN’s are popular because of the universal approximation results concerned with it, intuitive appeal, simple coding and implementation of back propagation algorithm.

The sigmoidal feedforward artificial neural networks (FFANN’s) are popular due to the universal approximation results for these types of networks [17]. The universal approximation results primarily exist in nature. They assure that if a given function is to be approximated, there exists an appropriate FFANN that approximates it arbitrarily well. The work is to find such type of network. The problem of finding appropriate network is solved by the FFANN training procedures. The training algorithm involve arbitrary choices for the parameters of the network.

Back propagation algorithm is the most widely used algorithm for supervised learning with multi-layered feedforward networks. The basic principle of back propagation learning algorithm is repeated application of chain rule to compute the influence of each weight in the network with respect to the error function. The learning rate has important effect in the training of the network as described in the paper by Riedmiller and Braun [18]. The algorithm used deals with the weight updates by doing parameter adaptation during learning. The adaptation can be done using global adaptation or local adaptation strategy. Global technique uses the knowledge of the entire network where as local technique use only weight specific parameters. Numbers of
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algorithms for performing modification of learning rate according to observed error function behaviour are Delta-bar-Delta Technique or SuperSAB algorithm. Adaptive learning is used for weight calculation.

Typically the training of the neural network is performed by initializing the weights to random small values typically in the range (-1,1) or (-½, ½). After initialization a non linear optimization method is utilized (usually) to minimize the mismatch / error between the desired output and the obtained output from the network. In this paper we demonstrate that learning / training of the neural network can be done by initializing the weights to zero and introducing randomness in the learning rates. The brief description of the architecture of FFANN is given in section II. Section III demonstrates the experiment performed for the sigmoidal FFANN using back propagation algorithm. Section IV shows the output error table when sigma and eta are varied. Lastly section V concludes the work.

2. Architecture of FFANN

The architecture of the neural network used is as shown in Fig.1. A feedforward artificial neural network (FFANN) is chosen for the experimental purpose. A network has input layer nodes with one hidden layer and a single output layer node.

![Fig. 1: Architecture of FFANN.](image)

The input dimension is defined as n and the number of the hidden nodes be m. The matrix W denotes the input to hidden nodes connection weight, \( w_{ij} \) is the \( ij^{th} \) element of the matrix W representing the connection weight between the \( j^{th} \) input and the \( i^{th} \) hidden layer node and \( w_i \) represents the weight vector associated with the \( i^{th} \) hidden node (and the inputs). So, net input to the \( i^{th} \) hidden layer node is given by

\[
\text{net}_i = \sum_{j=1}^{n} w_{ij} x_j + \theta_i \quad (1)
\]

Where \( \theta_i \) is the threshold/bias of the \( i^{th} \) hidden layer node. The output from the \( i^{th} \) hidden layer node is given by

\[
h_i (x) = \sigma(\text{net}_i) \quad (2)
\]

The net input to the output node may be defined similarly as follows:

\[
\text{net} = \sum_{i=1}^{m} \alpha_i h_i + \gamma = a.h + \gamma \quad (3)
\]

Where \( \alpha_i \) represents the connection strength between \( i^{th} \) hidden layer node and the output node, while \( \gamma \) is the threshold/bias of the output node. By considering threshold/bias equal to zero for the auxiliary input node, equ (1) can be defined as follows:

\[
\text{net}_i = \sum_{j=0}^{n} w_{ij} x_j = W_i . x \quad (4)
\]

and similarly introducing an auxiliary hidden node (\( i=0 \)) such that \( h_0 = 1 \) for any input redefine equ (3) as

\[
\text{net} = \sum_{i=0}^{m} \alpha_i h_i = a.h \quad (5)
\]

Where, \( \alpha \equiv \gamma \). The output of FFANN is given as

\[
y = f(\text{net}) \quad (6)
\]
The basic principle behind the Back propagation (BP) learning algorithm is repeated application of chain rule to compute the influence of each weight in the network with respect to the error function.

The various other parameters along with weight used for back propagation algorithm [14] are:

1. The number of input(s) and output(s) nodes defined in the input and the output layers are fixed. In this algorithm the number of nodes in the input layer is two and the number of nodes in the output layer is one. There is one hidden layer and the number of nodes in the hidden layer is fixed to 25.
2. The weights of the network are initialized to (small) uniform random values in the range \([-r, r]\) where \(r>0\) and \(r \in \mathbb{R}\) ( \(\mathbb{R}\) is the set of all real numbers ).
3. Randomized optimization algorithm is used.
4. The specific activation function(s) is used at the active nodes of the FFANN which is fixed before the FFANN is trained because of the limited number of sigmoidal functions. Sigmoidoids that are symmetric about the origin are preferred and the inputs are normalized because they are more likely to produce the outputs. In this linear function for network output and sigmoidal function for hidden node activation function is used. The sigmoidal function used is as
   \[ f(x)=\frac{1}{1+e^{-x}} \]  
(7)

A number of modifications in the back propagation algorithm have been proposed. In this paper we modify the back propagation algorithm in which the weights are initialized to zero. Learning rate parameter (eta) is changed by alpha value which is generated by using Normal/ Gaussian distribution keeping mean fixed at zero.

\[ \text{etanew} = \text{etaold} + \alpha \]  
(8)

where \(\text{etanew}\) is the modified/changed value,

\(\text{etaold}\) is the previous changed value,

\(\alpha = N(0, \sigma^2)\) ( Normal/ Gaussian distribution )

and sigma is varied between 0 and 1 with an interval of 0.025 ie. 0.025, 0.050, 0.075, 0.100, 0.125. Also the learning rate parameter, generated after every iteration is truncated in the range of 0.1 and 0.6.

3. Experiment Performed

A small experiment is conducted to demonstrate the effect on error (MSE) by using the following function approximation task [24].

\[ \text{Func1: } y = \sin(x1 \times x2) \] \(; x1, x2 \) uniform in \([-2,2]\)

The data set for ANN are generated by uniform sampling. 200 data samples are used to train 30 networks for one problem. Each trained network is validated with new 200 data samples. Testing of the trained network is performed and test error is generated for the data sample. The network consists of two input, one hidden layer and one output node (Fig. 1). The architecture used is summarized in the table below. The architecture is consisting of hidden layers from 1 to 30 and the architecture that gives the minimum error on training is used. All the hidden nodes use sigmoid activation function while the output nodes are linear.

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Function</th>
<th>No. of inputs</th>
<th>No.of hidden nodes</th>
<th>No.of Ouput nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Func1</td>
<td>2</td>
<td>25</td>
<td>1</td>
</tr>
</tbody>
</table>

The back propagation algorithm is implemented in MATLAB 7.10 (R2010a). 200 random samples are generated from the input domain for the training purposes. For each problem 10,000 epochs of training are performed. The training is done for 30 networks for one function. The training data set is of 200 while the validation / test set size is 10,000. The values are randomly generated and scaled to \((-1, 1)\).

4. Output

When the back propagation algorithm is executed the parameters used are:

1. Number of hidden nodes = 25
2. Eta value = 0.150
3. Sigma values = 0.025, 0.050, 0.075, 0.100, 0.125
4. Function 1 : \(y = \sin(x1 \times x2)\) \(; x1, x2 \) uniform in \([-2,2]\)
5. Mean = 0  
6. Range of truncating eta = 0.1 to 0.6

Simple BP means when the Back propagation algorithm is executed without any changes. Modified BP means when the Back propagation algorithm is executed by initializing the weights to zero and varying sigma.

<table>
<thead>
<tr>
<th>Sno</th>
<th>Sigma value</th>
<th>Simple BP</th>
<th>Training mean error</th>
<th>Validation mean error</th>
<th>Test mean error</th>
<th>Modified BP</th>
<th>Sigma value</th>
<th>Training mean error</th>
<th>Validation mean error</th>
<th>Test mean error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.0130195</td>
<td>0.0134</td>
<td>0.0130</td>
<td>0.025</td>
<td>0.0296214</td>
<td>0.0250</td>
<td>0.0296</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.0130195</td>
<td>0.0134</td>
<td>0.0130</td>
<td>0.050</td>
<td>0.0214878</td>
<td>0.0198</td>
<td>0.0215</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.0130195</td>
<td>0.0134</td>
<td>0.0130</td>
<td>0.075</td>
<td>0.0281653</td>
<td>0.0239</td>
<td>0.0282</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.0130195</td>
<td>0.0134</td>
<td>0.0130</td>
<td>0.100</td>
<td>0.028285</td>
<td>0.0251</td>
<td>0.0283</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.0130195</td>
<td>0.0134</td>
<td>0.0130</td>
<td>0.125</td>
<td>0.0246377</td>
<td>0.0229</td>
<td>0.0246</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper we have taken a single application to demonstrate the possibility of zero weight initialization. The result indicates that it is feasible to perform training by initializing the weights to zero, though the result is higher approximately by a factor of two. In future we will validate the result on multiple problems and explore the feasibility of combining the random learning rate parameters with random weight initialization to get a better result. A theoretical analysis of the problem is being done and will be reported in the future.
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