Super-resolution for Depth Maps

Cihui Yang\textsuperscript{1+}, Hong Liu\textsuperscript{1}, Richard Green\textsuperscript{2}, Enmin Song\textsuperscript{1} and Meng Fan\textsuperscript{1}

\textsuperscript{1}School of Computer Science and Technology, Huazhong University of Science and Technology, Key Laboratory of Education Ministry for, Image Processing and Intelligent Control, Wuhan, China

\textsuperscript{2}The Computer Science department, University of Canterbury, Christchurch, New Zealand

Abstract. Although time of flight (TOF) cameras are becoming more popular, their low spatial resolution limits their usefulness. In this paper, we propose two new super-resolution methods to improve the resolution of depth maps generated by TOF cameras. One is based on the Lucas Kanade (LK) optical flow algorithm, and another is based on the scale-invariant feature transform (SIFT) algorithm. The results show that the proposed LK optical flow based method is more accurate and efficient in improving the spatial and depth resolution of depth maps than the proposed SIFT based method. It is more useful for real-time processing of depth images.
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1. Introduction

Depth imaging is a very useful technology in computer vision. It has already been used in many applications, such as human interfaces, manufacturing, robotics, security and games, etc. Existing depth sensing methods can be categorized into three classes: Laser range scanners, Stereo vision, and Time-of-Flight (TOF) imaging. TOF imaging captured the depth information by emitting pulses of infra-red light to all objects in the scene and measuring the return travel time of the reflected light [1]. It is independent of the scene and can provide real-time and accurate depth information. So TOF imaging has recently became more popular, but the resolution of this imaging is still very limited.

Super-resolution is a technology to obtain a high resolution (HR) image from one or multiple low resolution (LR) images of the same scene. It has been developed over the last two decades since its first proposed in 1984 by Tsai and Huang [2]. Most of the methods researched are for images or video. Only recently have super-resolution approaches [3-9] been proposed for depth map to improve the resolution of depth data. In this paper, we present two new super-resolution methods to improve the resolution of depth maps. One is based on the Lucas Kanade (LK) optical flow algorithm, and the other is based on the scale-invariant feature transform (SIFT) algorithm. The principle idea behind the proposed methods is obtaining depth maps of a scene from slightly displaced viewpoints and then aligning them, whereby they are fused together to generate a HR depth map. The LK optical flow algorithm and SIFT algorithm perform registration to support this alignment. Both the methods are computationally efficient and proved to be useful for enhancing the spatial (x, y direction) and depth (z direction) resolution of depth maps.

2. Related Work

Depth super-resolution is relatively new in computer vision. Only a few super-resolution methods for depth maps have been proposed so far. One approach to improve the resolution of depth maps is to integrate color images taken from a viewpoint close to that of the depth sensor [3-4]. Although these methods are often computationally efficient, having to use two cameras constrains potential applications. Another approach to
enhance depth resolution is to integrate multiple LR depth maps, which differs from the previous method in that only depth maps are now used [5-6].

Some researchers also tried to apply image super-resolution algorithms to depth maps. Rosenbush et al. [7] adopted frequency-domain method to improve the resolution of range data and showed that ideas from image super-resolution can be applied to range map. Schuon et al. [8] applied the image super-resolution method proposed by Farsiu et al. [10] to depth maps. They [9] also presented a depth super-resolution approach in which they use an energy minimization framework to make the super-resolution result be coherent with the LR depth maps. We also adopted the idea but used different image super-resolution algorithm.

3. Our Algorithm

In the process of obtaining a depth map of a scene by a depth sensor, there is a natural loss of spatial resolution because of insufficient sensor density. Gaussian noise and motion blur are also introduced due to low IR illumination levels. To break through the resolution limit of the sensor and obtain more depth information, we can generate different depth measures of the scene by moving the sensor or the scene. Then, every depth map contains some depth information of the same scene which is different from other depth maps. By fusing these depth maps, a HR depth map of the scene can be generated.

It is assumed that $N$ depth maps of the same scene have been captured. These depth maps can be viewed as different representations of a true HR depth map. We assume that the formation process of a depth map is similar to the formation process of a normal image. Then, we employ the following model proposed by Elad and Feuer [12] to represent the relationship between the measured LR depth map $Y_k$ $(1 \leq k \leq N)$ and the ideal HR depth map $X$.

$$Y_k = D_k B_k M_k X + n_k, \quad 1 \leq k \leq N,$$

where $M_k$ is a warp matrix denoting the geometric warp executed on depth map $X$. $B_k$ represents a blur matrix. $D_k$ represents a down-sampling matrix. $n_k$ is a noise vector.

Our algorithm is based on the approach proposed by Chiang and Boult [11]. It includes the following steps: First, pre-process all the LR depth maps and remove the noise. Then, select one depth map from the given LR depth maps as reference depth map and estimate sub-pixel motion between the remained depth maps with the reference depth map. In this step, either the SIFT or LK optical flow method is used to do registration. After motion estimation, all the pixels of the LR depth map are mapped to corresponding position on a HR depth map. The forth step is to reconstruct the HR depth map by fusing all the warped depth data together. Then, noise removal results in the final HR depth map.

3.1. Preprocessing

There exists lots of Gaussian noise in the depth maps captured with TOF cameras, which significantly degrades the quality of these depth maps. It is important to avoid propagating data from the noise during the reconstruction process. So, the noise should be removed first. Considering the characteristics of depth maps captured by TOF cameras, we adopt threshold method to filter invalid depth values according to the distance between the camera and the scene.

3.2. Sub-pixel motion estimation

For each pixel in LR depth maps, it is necessary to know the corresponding point in the desired HR depth map. Thus, motion estimation is performed in this step to calculate the mapping relationship. We first select one reference depth map, and then calculate the mapping relationship between the other depth maps and the reference depth map. For a point $[s \ t]^T$ in depth map $Y_k$ $(1 \leq k \leq N)$, its corresponding point $[u \ v]^T$ in the reference depth map can be represented as:

$$
\begin{bmatrix}
    u \\
    v
\end{bmatrix} =
\begin{bmatrix}
    r_{1,k} & r_{2,k} \\
    r_{3,k} & r_{4,k}
\end{bmatrix}
\begin{bmatrix}
    s \\
    t
\end{bmatrix} +
\begin{bmatrix}
    m_{1,k} \\
    m_{2,k}
\end{bmatrix},
$$

(2)
where \( r_{1,k} \sim r_{4,k} \) represent rotation, scale and stretch. \( m_{1,k} \) and \( m_{2,k} \) represent translation. So, the goal of this step is to calculate \( r_{1,k} \sim r_{4,k} \), \( m_{1,k} \) and \( m_{2,k} \).

Some researchers applied the LK optical flow algorithm or SIFT algorithm into super-resolution for registration respectively [9, 13-14]. Most of the methods are proposed for images. Only Schuon et al. [9] apply the LK optical flow algorithm into depth maps. In this paper, we apply the LK optical flow algorithm and SIFT algorithm into depth map super-resolution, but use different super-resolution and reconstruction method from Schuon et al. [9].

1) Registering by the LK optical flow algorithm

Optical flow is a velocity field of an image [15]. It is well suited for measuring small changes in the global transformation and can reach sub-pixel accuracy. The key idea of optical flow algorithm is that, for each point \((u,v)\) in frame \( t \), there will be a corresponding point in frame \( t+\Delta t \). Formally, if \( I(u(t),v(t),t) \) denotes the continuous space-time intensity function of an image, then

\[
I(u(t),v(t),t) \approx I(u(t+\Delta t),v(t+\Delta t),(t+\Delta t)).
\]

Apply Taylor expansions to the right side of (3), we can get

\[
\frac{\partial I}{\partial u} \frac{du}{dt} + \frac{\partial I}{\partial v} \frac{dv}{dt} + \frac{\partial I}{\partial t} = 0,
\]

where \( \frac{du}{dt} \) and \( \frac{dv}{dt} \) are the components of the image velocity vector. \( \frac{\partial I}{\partial u} \) and \( \frac{\partial I}{\partial v} \) are the components of spatial gradient \( \nabla I \). \( \frac{\partial I}{\partial t} \) is partial differentiation of \( I \) with respect to time. Lucas Kanade (LK) [16] is one of the techniques to solve (4). It introduces an additional term by assuming the flow to be constant in a local neighborhood around the central pixel.

When using the LK optical flow method to estimate motion, Harris corners are detected first in the reference depth map. Then, the corresponding points in the other depth map are calculated using the LK optical flow method.

2) Registering by the SIFT algorithm

Scale invariant feature transform (SIFT) [17] is an algorithm to detect and describe local features in images. The features extracted by SIFT are invariant to image scale, rotation and illumination, and partially invariant to affine transformation. The features are also highly distinctive. SIFT is also computationally efficient, so that two images can be matched with near real-time performance. These advantages make it suitable for real-time registration of LR depth maps.

After finding the SIFT features in two depth maps, the best match of a keypoint in one depth map can be found by identifying the keypoint with minimum Euclidean distance for the feature vector in another depth map.

3) Motion estimation

Assuming that \( l \) pairs of matching points are generated in step 2, (2) can be rewritten as

\[
\begin{bmatrix}
  s_1 & t_1 & 0 & 0 & 1 & 0 \\
  0 & 0 & s_1 & t_1 & 0 & 1 \\
  s_2 & t_2 & 0 & 0 & 1 & 0 \\
  0 & 0 & s_2 & t_2 & 0 & 1 \\
  \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
  s_l & t_l & 0 & 0 & 1 & 0 \\
  0 & 0 & s_l & t_l & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
  r_{1,k} \\
  r_{2,k} \\
  r_{3,k} \\
  \vdots \\
  r_{4,k} \\
  m_{1,k} \\
  m_{2,k} \\
\end{bmatrix} = \begin{bmatrix}
  u_1 \\
  v_1 \\
  u_2 \\
  v_2 \\
  \vdots \\
  u_l \\
  v_l \\
\end{bmatrix}
\]

where \((s_i,t_i),(u_i,v_i)\) \((i = 1,2,\cdots,l)\) denotes the matching points in the two depth maps. The motion parameters can be solved by the least squares method.

3.3. Warping
After motion estimation, warping is now done in this step. For a point \([s \ t]^T\) in LR depth map \(\mathbf{Y}_k\) \((1 \leq k \leq N)\), its corresponding point \([u_{\text{warp}} \ v_{\text{warp}}]^T\) in the estimated depth map \(\mathbf{Y}_k'\) can be computed as:

\[
\begin{bmatrix}
  u_{\text{warp}} \\
  v_{\text{warp}}
\end{bmatrix} = \beta \ast \left( \begin{bmatrix}
  r_{1,k} & r_{2,k} \\
  r_{3,k} & r_{4,k}
\end{bmatrix} \begin{bmatrix}
  s \\
  t
\end{bmatrix} + \begin{bmatrix}
  m_{1,k} \\
  m_{2,k}
\end{bmatrix} \right)
\]

For the points of depth map \(\mathbf{Y}_k'\), which have no corresponding points in the depth map \(\mathbf{Y}_k\), their depth value are assigned with -1. Thus, multiple estimations of an underlying HR depth map can be obtained.

### 3.4. Super-resolution reconstruction

On the assumption that the resolution of an original LR depth map is \(m \times n\), we gather all the estimated HR depth maps together and describe it as

\[
\mathbf{R} = \begin{bmatrix}
  a_{i,1} & \cdots & a_{i,fn} \\
  \vdots & \ddots & \vdots \\
  a_{fn,1} & \cdots & a_{fn,fn}
\end{bmatrix}
\]

where \(a_{i,j}(i=1,2,\ldots,fn; j=1,2,\ldots,fn)\) denotes the vector that consist of the pixel values of the \(N\) depth maps in location \((i,j)\). When generating \(a_{i,j}\), the value -1 will be discarded. By processing \(\mathbf{R}\), we can get the approximate estimation of a HR depth map. For \(a_{i,j}\) which is not empty, all its elements are sort first. Then some of the biggest values and smallest values are removed. By calculating the mean of the remaining values, the approximate value of HR depth map in location \((i,j)\) can be obtained. After processing all the nonempty elements of \(\mathbf{R}\), the approximate values of the pixels that have no values in the LR depth map can be found by calculating the mean of their neighborhood.

### 3.5. Removing the noise

There is always some noise in the resulting depth map, which is brought by the original LR depth maps. In this step, we remove some noise by threshold method first, then apply a median filter to remove the remaining salt-and-pepper noise.

### 4. Experimental Results

The experiments were performed with a Canesta camera, which generates a depth map of \(64 \times 64\) pixels resolution. We select the up-sampling multiple as 8. A snowdrop plant and a dieffenbachia plant are selected as experimental objects. When obtaining the depth maps, the Canasta camera is put in front of the object, and the depth maps are captured by translating and rotating the camera. 16 LR depth maps are selected to generate a HR depth map. Fig. 1 shows the color images of the snowdrop plant and the dieffenbachia plant.

![Snowdrop](a) Snowdrop

![Dieffenbachia](b) Dieffenbachia

Figure 1. Color images of snowdrop and dieffenbachia

In the first experiment, the distance between the camera and the snowdrop is about 45 cm. The shutter time of the camera has been set to suppress noise and limit the depth range, so only the snowdrop can be seen in the original LR depth map. Fig. 2(a) shows one of the original LR depth maps. The up-sampled depth map by linear interpolation is showed in Fig. 2(b). Fig. 2(c) and Fig. 2(d) show the super-resolution results generated by our
method based on the SIFT algorithm and LK optical flow algorithm respectively. The corresponding pseudo-color images of these depth maps are showed in the second row of Fig. 2. In Fig. 2(a) and Fig. 2(b), we can see obvious LR saw-tooth edge. While in Fig. 2(c) the HR edge is relatively smooth, and some detail information has been recovered. However, the detail information is not enough. In Fig. 2(d), the edge is smoother than the first three ones, and more detail has been recovered. For example, the leftmost and the rightmost leaves in Fig. 2(a) and Fig. 2(b) are not clear and smooth. In Fig. 2(c), the same leaves are smooth but not very clear, and some information of the rightmost leaf has been lost. By contrast, in Fig. 2(d), the leaves are very smooth and clear. Another example is the rightmost two flowers. We cannot recognize them in Fig. 2(a) and Fig. 2(b), whereas they are clear and easily recognized in Fig. 2(d). In Fig. 2(c), we can also recognize the flowers, but they are not very clear compared with Fig. 2(d).

Figure 2. Super-resolution result of snowdrop’s depth map: The first row depicts depth maps, and the second row depicts pseudo-color images of these depth maps; (a) The 1st original LR depth map; (b) Up-sampled depth map by linear interpolation; (c) Super-resolution result by SIFT based method; (d) Super-resolution result by LK optical flow based method; (e)-(h) Pseudo-color images of (a)-(d).

As well as the improvement in spatial (x, y direction) resolution, we can also see depth (z direction) resolution enhancement from the first experiment’s results. In the pseudo-color image of the original LR depth map in Fig. 2(e), there are some discrete red points which represent larger depth value than green and blue points inside the leaves, and the change from one color to another color is very sharp. There are also some discrete red points in the pseudo-color image of up-sampled depth map in Fig. 2(f). While in the pseudo-color images of super-resolution results in Fig. 2(g) and Fig. 2(h), the red points are replaced by correct green points, and the color change is very gradual.

In experiment 2, the camera is approximately 40 cm away from the dieffenbachia. Fig. 3 shows the results from experiment 2. From these results, we can also see an obvious saw-tooth edge in the original LR depth map and the up-sampled depth map by linear interpolation in Fig. 3(a) and Fig. 3(b) respectively. The edges are smooth in the super-resolution result depth maps generated by the proposed methods in Fig. 3(c) and Fig. 3(d). In Fig. 3(c), some holes can be seen in the right-top two leaves, and yet they are not in Fig. 3(d). Similar to experiment 1, a gradual depth change can also be seen in Fig. 3(g) and Fig. 3(h), while the change is quick in Fig. 3(e) and Fig. 3(f).

This experiments shows that the proposed methods both prove to be useful for improving the spatial and depth resolution of depth maps, where the LK optical flow based method is better than the SIFT based method. In fact, although for small depth maps, some SIFT features can be obtained. The registration by the SIFT method is still not very robust, especially for the depth maps with minimal depth texture. The LK optical flow algorithm
is good at measuring small changes in the global transformation, even for small depth maps. Thus, the LK optical flow based method achieves better performance over the SIFT method.

Table I shows elapsed times of the super-resolution reconstruction processes for the above experiments. The experiments are executed on a PC with an Intel Core 2 Duo 2.66GHz CPU (2MB×2 L2 Cache) and 2GB RAM. This table shows that the LK optical flow based method can finish the whole super-resolution construction in 1.6 seconds which is faster than the SIFT based method.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>LK optical flow based method</th>
<th>SIFT based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snowdrop</td>
<td>1.55</td>
<td>4.50</td>
</tr>
<tr>
<td>Dieffenbachia experiment</td>
<td>1.51</td>
<td>4.45</td>
</tr>
<tr>
<td>Speaker experiment</td>
<td>1.55</td>
<td>3.12</td>
</tr>
</tbody>
</table>

Figure 3. Super-resolution result of dieffenbachia’s depth map: The first row depicts depth maps, and the second row depicts pseudo-color images of these depth maps; (a) The 2nd original LR depth map; (b) Up-sampled depth map by linear interpolation; (c) Super-resolution result by SIFT based method; (d) Super-resolution result by LK optical flow based method; (e)-(h) Pseudo-color images of (a)-(d).

5. Conclusion

In this paper, we present two methods to enhance the resolution of depth maps. One is based on the SIFT algorithm, and another is based on the LK optical flow algorithm. Experimental results show that the LK optical flow based method is better at handling depth maps with low depth texture than the SIFT based method, and can improve the spatial and depth resolution at the same time. For depth maps with a more depth texture, both methods demonstrate good results in enhancing the spatial and depth resolution, but the LK optical flow based method is better and faster than the SIFT based method. The proposed LK super-resolution depth map algorithm is much more efficient and so is more useful for real-time processing of depth images.
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