Random Noise Attenuation Based on Support Vector Regression and Adaptive Wiener Filtering
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Abstract. For suppressing the random noise of the seismic data, we propose a composite method compounded of the 1-D least squares support vector regression (LS-SVR) and the 2-D adaptive Wiener filtering. The former can efficiently suppress the strong noise and recover the desired seismic wavelets trace by trace from time domain, but it does not consider the space-domain information; the latter can make full use of the correlations of multi-trace data from time-space domain, but for the case of the strong noise it works less well. The combination of two methods has complementary advantages. By simulation experiments, we find that compared with the results obtained by using the 1-D LS-SVR and the 2-D adaptive Wiener filtering separately, the results obtained by using the combined method have much higher signal-to-noise ratio (SNR) and better waveform quality.
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1. Introduction

For the raw seismic data, existences of random noise degrade the record not to identify the useful information. Noise reduction is a very important task. All kinds of the denoising approaches have been proposed and applied to the practical processing. These methods can be classified into two main types: time-domain methods and transform-domain methods. In the former, typical methods include stacking [1], polynomial fitting [2], median filtering [3], singular value decomposition [4], Wiener filtering [5], etc. In the latter, typical methods include wavelet transform [6], seislet transform [7], curvelet transform [8], K-L transform [9], F-x prediction filtering [10], etc. All of these methods have their own characteristics and applicable scopes.

Support vector machine (SVM) is a new powerful learning machine based on the statistical learning theory [11]. The SVM has been widely applied to classification, regression, prediction, recognition, etc. Some researchers have used the SVM to eliminate the noise, such as [12], [13]. We have proposed to use the least squares support vector regression (LS-SVR) based on the Ricker wavelet kernel for random noise reduction of the seismic data [14]. It is a 1-D denoising method. However, we know that the seismic data have the strong correlations in time-space domain. Theoretically, a 2-D method may work better. In order to remedy the insufficiency of 1-D LS-SVR, we propose a composite method made up of the 1-D LS-SVR and the adaptive Wiener filtering in this paper. And we compare the combined method with the individual methods by experiments.
2. Theoretical Basis

Firstly, we briefly introduce the framework of the LS-SVR and the adaptive Wiener filtering for signal processing, respectively. Then give the composite scheme.

2.1 LS-SVR

Given a training data set of $N$ points $\{t_i, x_i\}_{i=1}^N$, where $x_i$ corresponds to the sampling value of the signal at the time $t_i$, the optimization problem of the LS-SVR \[15\] can be formulated as

\[
\min \left\{ \frac{1}{2} \| w \|^2 + \frac{1}{2} \gamma \sum_{i=1}^N e_i^2 \right\} \\
\text{s. t. } x_i = w \cdot \phi(t_i) + b + e_i (i = 1, \ldots, l)
\]

where $\phi(t_i)$ is a function that maps the input space into a higher dimensional feature space, $w$ is the weight vector, $e_i$ is the error variable, $\gamma$ is a preset regularization parameter, and $b$ is a bias term. The Lagrangian function of the above problem is

\[
L(w, e, b, \alpha) = \frac{1}{2} \| w \|^2 + \frac{1}{2} \gamma \sum_{i=1}^N e_i^2 - \sum_{i=1}^N \alpha_i [w \cdot \phi(t_i) + b + e_i - x_i]
\]

with Lagrange multipliers $\alpha_i (i=1,2,\ldots,l) \in \mathbb{R}$. Using the optimality conditions of problem (2), we obtain

\[
b = \frac{1}{T} (A^{-1})^\top X, \quad a = A^{-1} (X - I b),
\]

where $A = \Omega + \gamma I, \Omega = \phi(t_i) \cdot \phi(t_j) = K(t_i, t_j), K(t_i, t_j)$ is a kernel function that satisfies Mercer’s condition \[16\], $E$ is a unit matrix, $X = [x_1, x_2, \cdots, x_l]^\top$, $I = [1,1,\cdots,1]^\top$, and $a = [\alpha_1, \alpha_2, \cdots, \alpha_l]^\top$. Then the regression function can be expressed as

\[
f(t) = \sum_{i=1}^l \alpha_i K(t_i, t) + b.
\]

Next we compute the regression outputs on all training data by using the regression function (4). We have

\[
Y = \left[ f(t_1), f(t_2), \cdots, f(t_l) \right]^\top
\]

\[
= \Omega a + b I = \Omega \left[ (A^{-1} (X - I b)) + I b \right]
\]

\[
= \left[ (A^{-1})^\top - (\Omega A^{-1} - E) I \left( \frac{(A^{-1})^\top}{T} A^{-1} I \right) \right] X.
\]

Let $M = \left[ (A^{-1})^\top - (\Omega A^{-1} - E) I \left( \frac{(A^{-1})^\top}{T} A^{-1} I \right) \right]_{i,j}$, where $M$ is the filtering matrix which depends only on the kernel matrix $\Omega$. Then we may directly get the filtering output $Y = MX$ from input $X = [x_1, x_2, \cdots, x_l]^\top$. In this case, we may precompute the filtering matrix $M$ by selecting appropriate parameters according to the input signal to be processed. Then obtain the output by using a multiplication by the input signal.

2.2 Adaptive wiener filtering

The adaptive Wiener filtering \[17\] is a two-dimensional noise-removal filtering method. It uses a pixelwise adaptive processing method based on statistics estimated from a local neighborhood of each pixel $a(n_i, n_j)$ of an image. Firstly the adaptive Wiener filtering estimates the local mean and variance around each pixel

\[
u = \frac{1}{NM} \sum_{n_i, n_j \in S} a(n_i, n_j),
\]

\[
\sigma^2 = \frac{1}{NM} \sum_{n_i, n_j \in S} a^2(n_i, n_j) - \nu^2,
\]

where $S$ is the $N$-by-$M$ local neighborhood of each pixel in the image. Then creates a pixelwise output using these estimates.
\[ b(n_1, n_2) = \mu + \frac{\sigma^2 - \nu^2}{\sigma^2} \left[ a(n_1, n_2) - \mu \right], \]  

(7)

where \( \nu^2 \) is the noise variance. If the noise variance is not known, use the average of all the local estimated variances.

The adaptive Wiener filtering is a type of linear filter. And this approach, tailoring itself to the local image variance, often produces better results than linear filtering. It is more selective than a comparable linear filter, preserving edges and other high-frequency parts of an image.

### 2.3 Composite method

For seismic data, in terms of single trace, every-trace data contains information representing different underground layers. From a single-trace point of view, the 1-D LS-SVR based on the Ricker wavelet kernel [14] can reduce the strong random noise and enhance the desired seismic wavelets trace by trace. But this method only uses the time-domain information, not considering the space-domain information. On the other hand, from a multi-trace point of view, the seismic data have very strong correlation and continuity. Where the variance is large, the 2-D adaptive Wiener filtering performs little smoothing, and where the variance is small, it performs more smoothing. So when the additive noise is very strong, the adaptive Wiener filtering works less well. From the above, we combine the two methods to expect to achieve better denoising performance.

### 3. Simulation Experiments

In this section, we investigate the performance of the proposed method and compare with the single 1-D LS-SVR method and 2-D adaptive Wiener filtering. Here for the 1-D LS-SVR, the kernel parameter of the Ricker wavelet kernel is set as 30 and the regularization parameter is set as 1. For the 2-D Wiener filtering, the window size is set as 3-by-3. For the composite method, the same parameters as the above are selected.

According to the parameters listed in Table I, we synthesize a seismic record as shown in Figure 1a. The record includes 60 traces, 3 reflection events and geophone interval 50m. By adding the Gaussian white noise with different levels trace by trace on the initial seismic record, we obtain noisy records with different SNRs. By using the above two methods and the composite method, we list the SNRs before and after denoising and mean square errors (MSE) as shown in Table II. From Table II, compared with the results obtained by using the LS-SVR and Wiener filtering separately, the combined method can obtained much higher SNR (4dB or so higher than LS-SVR, and 7dB or so higher than Wiener filtering) and lower MSE.

Figure 1 shows an example on random noise suppression corresponding to the third case in Table II, i.e. the line with SNR before denoising -0.57 dB. From Figure 1b, the strong random noise nearly masks the useful events, and the seismic wavelets are distorted so as to not be recognized. But after denoising by using different methods, the three events have become visible, especially the result obtained by using the

| Table 1 Parameters Used to Generate Synthetic Record |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Event | \( t_0 \) (s) | \( v \) (m/s) | \( f \) (Hz) | \( A \) (V) |
| 1     | 1               | 1800            | 32             | 1              |
| 2     | 1.5             | 2200            | 30             | 0.9            |
| 3     | 1.58            | 2250            | 28             | 0.8            |

| Table 2 Comparisons for SNR and MSE |
|-----------------|-----------------|-----------------|-----------------|
| SNR before denoising (dB) | SNR after denoising (dB) | MSE(V²) |
|-----------------|-----------------|-----------------|-----------------|
| LS-SVR Wiener combined | LS-SVR Wiener combined |
| 4.18 | 14.20 | 11.48 | 18.19 | 0.006 | 0.012 | 0.0027 |
| 1.18 | 11.45 | 8.18 | 15.02 | 0.012 | 0.025 | 0.0053 |
| -0.57 | 9.93 | 6.53 | 13.12 | 0.018 | 0.038 | 0.0081 |
| -1.82 | 8.90 | 5.53 | 11.78 | 0.024 | 0.051 | 0.011 |


composite method as shown in Figure 1e. And the noise remained in Figure 1e is the weakest. Comparably, the adaptive Wiener filtering works too badly, and the result in Figure 1c has remained much random noise.

Next we randomly select a trace, such as trace 15, and detailedly compare the recovered seismic wavelets. Figure 2 draws the corresponding 15th trace in Figure 1, respectively. We can see that the three seismic wavelets in Figure 2e are most approximate to the initial signals, and the noise energy remained is little.

In addition, from the spectra of trace 15 as shown in Figure 3, the spectrum of the result obtained by using the LS-SVR basically reduces the low-frequency and high-frequency noise, but it does nothing in the dominant-frequency band [10, 70] Hz. However, the spectrum of the result obtained by using the composite method not only reduces low-frequency and high-frequency noise, but also adjusts those frequency components in the dominant-frequency band.

From the above, the performance of the combined method greatly excels the single LS-SVR and the single Wiener filtering.

![Figure 1](image1.png)

Figure 1. An example on random noise suppression: (a) initial record; (b) noisy record; (c) result obtained by using the 1-D LS-SVR; (d) result obtained by using the adaptive Wiener filtering; (e) result obtained by using the composite method.
Figure 2. Trace 15 corresponding to Figure 1: (a) initial trace; (b) noisy trace; (c) result obtained by using the 1-D LS-SVR; (d) result obtained by using the adaptive Wiener filtering; (e) result obtained by using the composite method.

Figure 3. Spectra of Trace 15 corresponding to Figure 2: a) initial trace; (b) noisy trace; (c) result obtained by using the 1-D LS-SVR; (d) result obtained by using the adaptive Wiener filtering; (e) result obtained by using the composite method.

4. Discussion and Conclusion

The LS-SVR deals with the seismic data trace by trace without the limit of the good continuity of events. It can recover the seismic wavelets well. The adaptive Wiener filtering essentially belongs to a smoothing method, and works best when the noise is constant-power additive noise, such as Gaussian noise. But when the noise is very strong, its performance will decline rapidly. So we combine the above two methods. Firstly by using the LS-SVR, the SNR of seismic data is improved. Then by using the Wiener filtering, the noise in time-space domain is removed, and the SNR is improved further. Note that we should first apply the LS-SVR to the seismic data, and then apply the Wiener filtering, but not vice versa.

By the simulation experiments in this paper, the combined method can greatly improve the SNR of seismic data, and works much better than the 1-D LS-SVR and 2-D adaptive Wiener filtering used separately. So the combined method is an efficient denoising method, and may be applied to the random noise removal of the seismic data, which will lay a foundation for the succeeding processing and identification.
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