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Abstract—Aim at the issue that the results of analyzing a classify algorithm of multi-class support vector machines which is based on posterior probability have been found its computation complexity is large, this paper present a simplified algorithm which is suitable for FPGA implementation. The analysis results indicate that this simplified algorithm’s computation complexity is decline. The experimental results in language recognition system show that the mean absolute error between the fixed-point output of the FPGA-based simplified algorithm and the floating point output of the original algorithm which is based on C language is 10^-4 order of magnitude, which hardly affect this system’s performance and meet its real-time requirements.
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1. Introduction

In research area of pattern recognition, because of multi-class support vector machines’ (MC-SVM) reliability, generalization capacity, and proved performance superiority over other learning classification models such as multi-layer feedforward neural networks, it have enjoyed growing acceptance for application in all sorts of classification tasks. Introducing the posterior probability to the classification model can improve its performance[1]. So Platt et al. used the sigmoid function to map the output of SVM to posterior probability which enhanced the classify capability[2]. On that basis, Lin et al. proposed two improved algorithm[3] in which the second one had been proved more practical than other learning and classification algorithms[4]. Under the situation of needing real-time classification such as language recognition, FPGA implementation can be used to meet the requirement. Because the training of MC-SVM is time-consuming, its model parameter can be obtained off-line on the PC. So the main target of the FPGA implementation is how to fastly classify a input test set and output the corresponding posterior probability.

The FPGA-based SVM design proposal was first proposed by Anguita et al[5], in which the authors showed an efficient implementatjion of a kernel based perceptron in fixed-point digital hardware. Panadonikolakis et al proposed a scalable high-performance FPGA architecture of Gilbert’s Algorithm on SVM, which maximally utilized the features of an FPGA device to accelerate the SVM training task for large-scale problems[6]. Irick et al presented an FPGA friendly implementation of a Gaussian Radial Basis SVM well suited for classification of grayscale images[7]. In this paper, we focus specifically on Lin’s second improved classification algorithm, and then present its simplified algorithm which is suitable for FPGA implementation. We implement this algorithm pipeline based on Xilinx V5 and verify its performance on the language recognition system in which the real-time requirement is 10ms.
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The rest of this paper is organized as follows: Section II present a brief description of MC-SVM algorithm which is based on posterior probability. Section III shows how to simplify the algorithm, providing a description of FPGA implement of the simplified algorithm which contrasts the computation complexity with the original algorithm. Section IV shows the experimental results of the algorithm applied to language recognition system and analysis on the results. In the end, the conclusion is provided.

2. Algorithm Theory Of Posteriroi Probability –Based MC-SVM

The process of the second improved classification algorithm in [3] can be divided into the following four steps(In this paper, $\times$ stands for the scalar product by corresponding elements of a vector or matrix, $\cdot$ stands for the dot product of vector or matrix and the C-based MC-SVM algorithm is based on LibSVM software[8]):

Step1: Given the observation $X$ and the class label $y$, we normalize each dimenson of the $X$ vector so as to accelerate the convergence and avoid the impact of sample outliers on SVM’s correct classification. The formula read as follows:

$$x_{[idx]} = \text{lower} + \text{(upper} - \text{lower}) \times \frac{x_{[idx]} - \text{min}[idx]}{\text{max}[idx] - \text{min}[idx]}$$

where we assume that $X$ is m-dimension vector and lower=-1, upper=1(because the normalized range is [-1,1]). $x_{[idx]}$ is the idxth dimension of $X$, max[idx] is the maximum value of the idxth dimension in all of the training data and min[idx] is the minmum value of the idxth dimension among all of the training data. From the formula, we come to an conclusion that it need s m addition, 2m subtraction, m multiplication and m division to  compute (1).

Step2: Compute $f(x)$ is defined as the distance valu e from normalized sample vector $X$ to the separating hyperplane. Because of the software LibSVM utilize the “one against one” strategy to classify, there need n(n-1)/2 SVM classifiers. In this paper, we adopt linear kernel function.

$$f_i(x) = \omega_i^T \cdot x + b_i \quad i=1,2...,n(n-1)/2$$

where $\omega_i$, $b_i$ is the normal vector and bias of the ith SVM classifier’s separating hyperplane respectively. (2) needs m addition and m multiplication for one SVM output $f(x)$. So it needs mn(n-1)/2 addition and mn(n-1)/2 multiplication in all.

Step3: Using sigmoid function to map $f(x)$ to the estimated pairwise class probability $r_{ij}$ of $\mu_{ij} = P\{y = i \mid y = i \text{ or } j, x\}$:

$$r_{ij} = \text{Sigmoid}(f_i(x)) = \frac{1}{1 + \exp(A_i \times f_i(x) + B_i)}$$

$$= \frac{1}{1 + \exp(x)} \quad i \neq j$$

where $A_i$ and $B_i$ are the parameters of sigmoid function, they constitute vector $\vec{A}$ and $\vec{B}$. From (3), it is easy to know $r_{ij} = 1 - r_{ji}$, and with regard to one $r_{ij}$, it needs 2 addition, 1 multiplication, 1 division and 1 exponentation. So we require n(n-1) addition, n(n-1)/2 multiplication, n(n-1)/2 division and n(n-1)/2 exponentation to compute n(n-1)/2 $r_{ij}$.

Step4: Utilize the pairwise coupling probability $r_{ij}$ to solve the posterior probability vector $P$, which involve solving optimization problems. The optimization formulation read as follows:

$$\min_{P} \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} (r_{ij}p_i - r_{ij}p_j)^2 \quad \text{subject to} \sum_{i=1}^{n} p_i = 1.$$  

Note that $p_i$ is the ith element of n-dimension vector $P$. The objective function of (4) can be rewritten as

$$\min_{P} 2P^TQP \quad \text{thereinto} \quad Q_{ij} = \begin{cases} \sum r_{ij}^2 & i = j \\ -r_{ij}^2 & i \neq j \end{cases}$$

It can be implemented by appendix D of [3] which is divided into two sections:

Section 1: Compute symmetric and semi-definite matrix $Q$ which have n rows and n columns. It is easy to know that 3n(n-1)/2 multiplication is required to compute $Q_{ij}$ and $r_{ij}^2$, n(n-1) cumulative sum to obtain $Q_{ii}$.
Section 2: Using Q matrix and iteration algorithm to get posterior probability vector P. The pseudo-code of this iteration algorithm can be seen in the figure 4. Each class probability is 1/n at the initialization. The threshold of the stopping condition exps in the pseudo-code comes from experience value. If the iteration times is 100 but the stopping condition still has not been met, it will stop and output the final posterior probability. It is easy to analyse that the computation(one loop) is \(n^2 + 4n - 1\) addition, \(2n\) subtraction, \(2n^2 + 4n\) multiplication and \(2n^2 + 2n\) division.

3. FPGA Design Of Posterior Probability-based MC-SVM Classifier

3.1. FPGA Design of Simplified Module and Sigmoid Function

From the algorithm flow we can find that (1) is equivalent to the following formula:

\[
x_{\text{scale}}[\text{idx}] = \frac{2}{\text{max}[\text{idx}] - \text{min}[\text{idx}]} \cdot x[\text{idx}] + \frac{\text{max}[\text{idx}] + \text{min}[\text{idx}]}{\text{min}[\text{idx}] - \text{max}[\text{idx}]}
\]

(6)

Its matrix form is \(\hat{X}_{\text{scale}} = \hat{M} \times \hat{X} + \hat{N}\), where \(\hat{M}\) is constituted by the multiplication item and \(\hat{N}\) is constituted by the addition item. It has the same form with \(\hat{X} = \hat{A} \times f_j(\hat{x}) + \hat{B}\) in (2) and \(A \times f_j(x) + B_j\) in (3). So it can be merged and form one matrix expression: \(\hat{X}' = \hat{A} \cdot f_j(\hat{x}) + \hat{B'}\), where \(\hat{A} = (\hat{A} \times (\hat{a} \times \hat{M}))'\) and \(\hat{B} = \hat{A} \times (\hat{a} \times \hat{N} + \hat{b}) + \hat{B} \). They can be pre-stored in ROM. Because (6) is only involved multiply accumulation, it needs \(mn(n-1)\) addition and \(mn(n-1)\) multiplication to compute a m-dimension input sample.

Sigmoid function is showed in figure 2. This non-linear function is odd-symmetry at (0,0.5) and its range is \([0,1]\). In this paper, we use look-up table method to obtain pairwise coupling probability \(r_{ij}\) which is the output of sigmoid function. The value of sigmoid function in \(x=8\) is 0.999667 and \(3.3 \times 10^{-4}\) in \(x=-8\). When the input is bigger than 8, the value of the function is 1 and if the input is smaller than -8, its value is 0. In \([0,8]\), it can be divided into 8 segments in which one can be divided into 256 segments equally. The 2048 segments need 11bit to addressing and 64Kbit ROM to store 32bit number. In \((-8,0]\), the odd-symmetry can be used. Therefore, the mean absolute error of the look-up table is \(3.4 \times 10^{-4}\). Its computation is ignored because of shifting and addressing are only involved in computing sigmoid function.

3.2. FPGA Design of Optimization Problem

1) FPGA Design of Matrix Q Module

Because of \(Q_{ij} = \left\{ \begin{array}{ll} r_{ij}^2 & i = j \\ r_{ij} & i \neq j \end{array} \right. \left\{ \begin{array}{ll} r_{ij} & i = j \\ r_{ij}^2 - r_{ij}^2 & i \neq j \end{array} \right. \),

where \(r_{ij}^2 = 1 - r_{ji}\) can be used to compute \(Q_{ij} \neq j\) and then \(r_{ij}^2\) is obtained by \(Q_{ij} + r_{ij} = r_{ij}^2\). \(Q_n\) is computed by accumulating \(r_{ij}^2\). It requires \(n(n-1)/2\) multiplication to obtain \(Q_n\), \(n(n-1)\) addition to compute \(r_{ij}^2\) and so is \(Q_n\).

2) FPGA Design of Iteration Module

The denominator of division operation on this module’s data path is \(Q_n\) or \(1 + \Delta\). That means it only needs 2 division and other division operation that can become multiplication so as to shorten the delay and reduce resource consumption. During the processing of iteration, \(Q_n \rightarrow 0\) may leads to \(\Delta \rightarrow \infty\), which can hardly be represented by fixed-point in FPGA implementation. But we can discover that the result of the iteration is \(p_j\rightarrow 1\), \(p_j\rightarrow 0\), \(\Delta \rightarrow \infty\). We can discover that the latter operation is significantly decreased.
4. Language Recognition Experiments

The FPGA-based MC-SVM classifier is applied to language recognition experiment which the real-time requirement is 10ms. For feature extraction, MFCC and its SDCC constitute a total of 56 features per frame. Additional processing included RASTA, 0/1 feature normalization and VTLN. For a language and gender independent GMM-UBM, we trained a 512 mixture GMM with 5 iterations of EM adapting parameters of the means. The SVM use the linear kernel function as described in section III. The SVM input is the projection from the GMM supervector(GSV) which is formed by adaped model using MAP adaptation of GMM-UBM’s means to anchor space which . That is a 246-dimension vector which is the target of the posterior probability-based MC-SVM’s classification. The output of the MC-SVM is the maximum of the posterior probability vector and the corresponding language label. The test speech utterances are 3 languages of the OGI-TS language 30s telephone speech corpus: 590 English, 228 Japanese and 435 Chinese. The performance of the FPGA-based MC-SVM was evaluated from these test data. The parameters of the MC-SVM based on posterior probability were trained with LibSVM. The threshold of the iteration module in this experiment is 1024.
Iterative algorithm pseudo code

1. Input: matrix, \( P \), \( Q \), \( \epsilon \), \( \text{max}_i \), \( \text{iter} \), 0, \( \text{iter} = 0 \);
2. while \( \text{iter} \leq \text{max}_i \) do
3. \( \epsilon = \text{max}(|Q|) \)
4. if \( \epsilon < \epsilon \) then break out;
5. else
6. \( \text{iter} = \text{iter} + 1 \);
7. while \( t < n \) do
8. \( \text{calculation} \)
9. \( \text{update} \)
10. \( \text{while} \) \( j < n \) do
11. \( \text{update} \)
12. \)
13. Output: \( \arg \max \)

Fig.4 Pseudo-code of the iterative algorithm

<table>
<thead>
<tr>
<th></th>
<th>Floating point SVM</th>
<th>FPGA-based MC-SVM</th>
<th>floating point recognition rate</th>
<th>FPGA-based recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chinese</td>
<td>435</td>
<td>423</td>
<td>435</td>
<td>422</td>
</tr>
<tr>
<td>Japanese</td>
<td>228</td>
<td>208</td>
<td>228</td>
<td>205</td>
</tr>
<tr>
<td>English</td>
<td>590</td>
<td>493</td>
<td>590</td>
<td>485</td>
</tr>
</tbody>
</table>

Figure 3 is the absolute error between the fixed-point output of FPGA-based simplified algorithm and the floating point output of the original algorithm which is based on C language. The mean absolute error of English, Japanese and Chinese is \( 2.533 \times 10^{-4}, 2.5326 \times 10^{-4} \) and \( 2.485 \times 10^{-4} \) respectively. Table II shows the recognition rate of the FPGA-based simplified algorithm and the original algorithm. From the table, we can conclude that the FPGA-based MC-SVM does not affect the recognition rate. In this experiment, \( m=246 \) and \( n=3 \). So we can obtain that the operand declined 66.3%. We obtain the time delay of FPGA-based the simplified algorithm is 0.7358ms from the simulation of ISE10.1 software, which meet the real-time requirement of the system.

5. Conclusion

This paper simplifies a posterior probability-based MC-SVM classification algorithm and propose a FPGA-based hardware architecture. The analysis results prove the operand of the simplified algorithm declined. Experimental results on language recognition analysis shows that the posterior probability based on FPGA implementation of the MC-SVM classifier hardly affect the performance but meet the system real-time requirement.
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