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Abstract—Association rule is one of the fundamental methods of data mining, the hash-tree is an important data structure that used to mining frequent itemset by homo-Apriori algorithms. Because the hash-tree can’t be built successfully one-time, this paper proposes static and dynamic two hash-tree construction methods. Both methods can not only determine the hash table size, hash functions and the number of itemset in the leaf nodes, but also guarantee to build a hash-tree successfully one-time in any case and prove the correctness of the proposed method.
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1. Introduction

Data mining is an effective way to solve the data-rich and knowledge-poor problem. Its essence is a process of extracting implicit, unknown and potentially useful information from the database, which is recognized as a new field of database research. Promoting the rapid development of data mining is a problem of decision support faced by large retail organizations. The development of bar code technology has made the supermarket to collect and store huge amounts of sales data. Data mining analyze large amounts of data, obtain the relationships, rules, trends, and other patterns, and support to make decisions.

Association rule mining is one of the most active research methods of data mining, which was put forward by Agrawal[1-2], etc. The initial motive is directed at the shopping basket analysis issues, its goal is mining associations rules from a large number of goods. According to the rules supermarkets can arrange for the placement of goods, and improve the effectiveness of supermarkets. These rules describe the customer behavior patterns, can be used to guide businesses to scientifically arrange purchase, inventory and shelf design, etc.

The research, finding frequent itemsets / mode, is the core of association rules[2-4], sequential patterns[5], causality[6], the largest model[7], multi-dimensional patterns[8]. It has become hot spots in the field of data mining, and there are many effective mining algorithms[4,5,9]. In these mining algorithms, most of them like the Apriori algorithm[2] approach for frequent itemset mining and update[10]. The common feature of homo-Apriori algorithm: In order to identify all frequent k-itemsets that contain k (k > 1) items, first, generate candidate k-itemsets that contains frequent k-itemsets, and save it in a hash-tree, then scan the database and determines each candidate k-itemset frequent in the library, and finally obtain frequent k-itemsets from candidate itemsets under the pre-specified minimum frequent threshold concentration.
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Before mining process, in order to ensure the hash-tree constructed successfully and mining process go smoothly, we should determine the appropriate hash function, hash table size and the number of items stored by leaf nodes. However, as far as I know, there have been no studies addressing this important issue. In this paper, there are static and dynamic two hash-tree construction methods to solve the question. Both methods ensure the successful construction of the hash-tree one-time, and determine the hash table size, hash functions and the simplification of the number of itemset in the leaf nodes. Static method is simple to use, while the dynamic method use effective mapping approach, which significantly saves the cost of system resources when building a hash-tree.

In the following section 2, describe the mining of frequent itemsets, then introduce the generation of candidate itemsets and the construction of the hash-tree in Apriori algorithm\[2\], and analyze the problem. In the section 3 details methods of static and dynamic achievements. Finally, conclusions are given in Section 4.

2. Related research

2.1. Mining frequent itemset

\( I = \{i_0, i_1, \ldots, i_{m-1}\} \) is a collection contains \( m \) different items. \( T \) is a transaction that is composed by different items in \( I \). \( D \) is a database contains different transactions. Itemset is a collection formed by different items, while \( K \)-itemset is a collection formed different items. Transaction \( T \) contains itemset \( X \), if and only if \( X \subseteq T \). Frequency of occurrence for itemset \( X \) in \( D \), \( \delta_X \), define as the number of \( X \) in \( D \), that is, the number of transactions in \( D \) that contains Itemset \( X \). We pre-specified a minimum frequent threshold \( \xi \). If \( \delta_X \geq \xi \), claim itemset \( X \) is frequent itemset or frequent \( k \)-itemset when it has \( k \) items. All the frequent \( k \)-itemsets in \( D \) denote \( F_k \).

With the given minimum frequent threshold \( \xi \) and database \( D \), mining frequent itemsets is to find out the itemsets which frequency of occurrence is greater than or equal to \( \xi \). To simplify the discussion, in the case that does not lead to ambiguity, items in \( I \) are expressed by the subscript. For example, \( \{i_2, i_8\} \) is \( \{2, 8\} \). In addition, in the study of frequent itemsets, some itemsets have the same items but different sequence because they have the same frequency of occurrence, such as \( \delta_{\{2,8\}} = \delta_{\{8,2\}} \). In this paper we only think about the ascending order.

2.2. Generation approach of candidate itemsets

All the homo-Apriori algorithms use “generation-test candidate itemset” repeatedly to find out the frequent itemsets in database \( D \). Let’s take Apriori algorithm for example.

When the first time (cycle 1) it scan database \( D \), count each item’s frequency of occurrence and obtain all the frequent 1-itemsets, \( F_1 \). Next, use \( F_1 \) as the seed itemset, generate the candidate itemset(\( C_2 \)) that include all the frequent 2-itemsets in the cycle 2. Then scan database \( D \) to gain the frequency of occurrence for the candidate itemset(\( C_2 \)). After that we can have \( F_2 \). Cycle like this until there is no candidate itemsets generated or frequent itemsets received. \( C_k (k>1) \) generate through the connection and cut off processing on \( F_{k-1}p \) and \( F_{k-1}q \). Its generation is as follows\[2\],first connection step:

Insert into \( C_k \)
Select \( p.item_1, p.item_2, \ldots, p.item_{k-1}, q.item_{k-1} \)
From \( F_{k-1}p, F_{k-1}q \)
Where \( p.item_1 = q.item_1, \ldots, p.item_{k-2} = q.item_{k-2}, p.item_{k-1} < q.item_{k-1} \)
Generate \( C_k \). Then remove all the candidate itemsets that include non-frequent \((k-1)\)-itemset from \( C_k \).

2.3. Construction and structure of the hash-tree

Except cycle 1, in each cycle, Apriori algorithm store a hash-tree in a candidate itemset, which can help us accelerate the search speed and calculation frequency of occurrence. A hash-tree is composed by the root node, internal nodes and leaf nodes. The depth of the root node is 1. All the candidate itemsets save in leaf nodes, and each leaf node can contain several candidate itemsets. Each internal node in the tree contains a hash table, and internal node in depth of \( d \) belongs to the hash table, each point to an internal node or leaf node in depth
of d+1. In the initial of building a hash tree, all the nodes are the leaf nodes. When insert a candidate k-itemset \( X=\{x_1, x_2, \ldots, x_k\} \) into the hash-tree, from the root node down until find out a leaf node. In the internal node in depth of d, determine the internal node or leaf node in depth of d+1, through hashing the d item \( x_d \) \( (1 \leq d \leq k) \) in the itemset by hash function. When the number of the candidate itemsets, which are inserted into a leaf node, exceeds a threshold, the leaf node is converted to an internal node. Figure 1 shows 6 candidate 3-itemsets inserted into the tree. In the figure, \( N(x_d) \) is the subscript of item \( x_d \) in the collection I. For example, insert the candidate itemset \{i_1, i_3, i_4\} (collection \{1,3,4\}). Owing to \( f(i_1) = 1 \), the item 1 in the root node point to a internal node, then the second hash item gain \( f(i_3) = 3 \). Item 3, the internal node in depth of 2, point void address, the candidate itemset can be stored in it. So the itemset \{1,3,4\} is inserted into the leaf node pointed by item 3 instead of hash i_4.

**Fig.1. Sample hash tree**

Hash function: \( f(x_d) = N(x_d); \)

Hash table size is 4, the number of itemsets in the leaf node is I, \( I = \{0,1,2,3\} \), the number of all possible 2-itemsets is 16.

### 2.4. Problems

In general, the maximum tree depth can not exceed k for k-itemset hash-tree. Otherwise, itemset inserting will fail, because in the k-itemset there are at most k items that are used to determine branches of hash table with different depth. Take figure 1 for example, if we insert (1,6,7) into the hash-tree, the construction will fail. For the final positioning of the leaf node has stored the (1,2,3) and (1,2,7), the number of itemsets has reached the threshold laid down in 2 and tree depth also has reached the limit value, so it cannot be converted to an internal node. This situation is called insertion overflow of a candidate itemset. If insertion overflow occurs, it cannot guarantee that the frequent itemsets mining process success. This paper gives two solutions in the next section.

### 3. Construction approaches of the hash-tree

#### 3.1. Construction of the static hash-tree

In the process of mining frequent itemsets, different minimum frequent thresholds will lead to the generation of different candidate itemsets. To ensure the process of data mining goes smoothly, the construction of the hash-tree should adopt the worst situation following. Make sure that all the itemsets exist should be inserted into the hash-tree. And there is a most intuitive and simple approach, each item in \( I \) should has a specific non-repetition of the hash value. The arbitrary two different itemsets in \( I \) are impossible to have the same hash value in the internal node in the same depth, and they will be stored in different leaf nodes. As theorem 1 following:

Theorem 1: There is a itemset \( I, I=\{i_0, i_1, \ldots, i_{m-1}\} \), which is made up by \( m \) different item. There are \( k \) different k-itemsets in \( I \), \( X=\{x_1, x_2, \ldots, x_k\} \). Build the hash-tree of k-itemsets by principle of Apriori algorithm. The size of hash table is \( m \), hash function is \( f(x_d) = N(x_d) \) \( x_d \) is the d item in k-itemset and \( N(x_d) \) is the subscript of \( x_d \) in \( I \). So each leaf node in the hash-tree can only store a k-itemset to ensure no overflow when build a hash-tree.
Proof: Assume that overflow happened in the process of building the hash-tree, there must be two different k-itemsets, \( X = \{x_1, x_2, \ldots, x_k\} \) and \( Y = \{y_1, y_2, \ldots, y_k\} \), which are inserted into the same leaf nodes. According to the approach of building hash-tree, in the internal node that has the same depth with that from the leaf node to the root one, the hash values of \( X \) and \( Y \) in the internal node, \( f(x_d) \) and \( f(y_d) \), must be equal: \( N(x_d) = N(y_d) \). Accordingly, \( x_d \) and \( y_d \) are the same item in \( I \). Therefore, \( X \) and \( Y \) are the same k-itemset. It is contrary to the assumptions of that \( X \) and \( Y \) are different k-itemsets. So the proposition is proved.

Figure 2 give us an example. \( I = \{0, 1, 2, 3\} \). All the 2-itemsets are inserted into the hash-tree built through the approach in Theorem 1, with which we can prove the correctness of Theorem 1.

![Fig.2. The example of all 2-itemset inserted into hash-tree](image)

Hash function: \( f(x_d) = N(x_d) \);

The size of the hash table is 4, the number of items in a leaf node is 1, \( I = \{0, 1, 2, 3\} \), the number of all the possible 2-itemsets is 16.

In Theorem 1, there is no limit of the order of the items in itemset \( X \), which belong to the normal situation. According to Theorem 1, we can reason as follows:

Reasoning 1: Based on Theorem 1, if we define the k-itemset stored in hash-tree as ascending k-itemset composed by different items in \( I \), insertion overflow won’t appear through the same construction approach.

As the size of the hash table in this method is determined by the number of items in database, it is called static construction of hash-tree. There are many advantages of this method. It can ensure that the hash-tree is built successfully one-time with no overflow. Leaf nodes store a small number of items, which make selection process more efficiently. The size of hash table and the hash function can be determined simply. However, it waste a lot of system resources to build a hash tree. The items in the candidate itemsets are only a part of that in \( I \), and the number will reduce drastically with increase of the length of frequent itemsets. For example a database contains 1000 different items, if only 10 items are in the candidate itemset in a cycle, the hash table will have 99% of void items. As follows, a dynamic method will proposed to solve the problem.

3.2. Construction of the dynamic hash-tree

From the discussion of the static method, only those items which are from the candidate itemsets \( C_k \) hashing into hash table are used. When we build a hash-tree, if the size of the hash table isn’t less than the number of items in \( C_k \) which items will be stored into the hash-tree by the suitable approach, according to Theorem 1 and Reasoning 1, we can ensure to build the hash-tree successfully one-time.

Analyzing the generation of the candidate itemsets in section II.B, we can see that \( C_k \) is generated by the connection and pruning process on \( F_{k-1} \) and the number of items in \( C_k \) is less than that in \( F_{k-1} \). Therefore we can use the number of items in \( F_{k-1} \) as the size of the hash table, and get the value when we get \( F_{k-1} \). To ensure that the items in \( F_{k-1} \) are hashed in different item in the hash table, we’ll use the following mapping approach for building the hash-tree:

- Array the different items in \( F_{k-1} \) according to the ascending order of the subscript in \( I \). And set the new number from 0 to re-start with integer. For example, \( F_2 = \{i_3, i_5, i_j, i_k, i_{j'}, i_{k'}, i_{j'}, i_{k'}\} \) will be arrayed as: \( i_3, i_4, i_5, i_7, i_9 \) and set as 0, 1, 2, 3, 4.
- We can use a mapping table show the mapping relation of them. The mapping table of above simple as follows:

<table>
<thead>
<tr>
<th>Items in ( F_{k-1} )</th>
<th>( i_3 )</th>
<th>( i_4 )</th>
<th>( i_5 )</th>
<th>( i_7 )</th>
<th>( i_9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>New number</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>
After completion of the mapping process, when building the hash-tree, we replace items in candidate by new numbers and insert into the hash-tree. When the transaction compute out the frequency of occurrence of the candidate itemset in the hash-tree, the related items should replace by new number and insert into the hash-tree to compute. When continue the step above, the items, which appear in the mapping table, will be ignored, for they are useless on the computing of the frequency of occurrence. Finally, after the computing and the output of $F_k$, then use the mapping table to map back the original item.

According to Reasoning 1, we build a tree by the method above, which can guarantee no overflow. This method can reduce system resource, because there are few void items in hash table. Like the example above, there are 1000 items in $I$. Compared to the static method, when we build an internal node, the space will be allocated 5 units instead of 1000, only 5%.

3.3. Comparison of the two methods
Both the two methods have their own advantages and disadvantages. Their common characteristics are:
- It is simple and practical to determine the size of the hash table and the hash function. Do not need test and adjustment for different mining process.
- In order to make the selection process quickly and efficiently, we can set a minimum value that limit the number of itemsets in the leaf nodes.
- For all cases of the selection process of frequent itemsets, the method can guarantee to build a hash-tree successfully, and avoid the mining processing fail caused by the failure of the construction of the hash-tree.

In addition, each of them has their own different characteristics, made them can apply to different situations of the mining process.

In the static method, the size of hash table is determined by the number of items in the database. When build or process a tree, we can use the subscripts in $I$ simply and quickly. The disadvantage is that too many items in the hash table is avoid, wasting a lot of system resources. Therefore, the method applies to smaller database, in which the number of different items is small. And there are enough system resources in database, make sure we have enough memory for the mining deal with frequent itemsets. This is a method of space-for-time.

Compared to the static method, according to items that are needed in process of data mining, the dynamic method can change the size of hash table. This reduced system resources for building the hash-tree. And improve the efficiency of items in the hash table. But it must create another mapping table corresponding with the hash table, which make additional resources. This is a method of time-for-space. It is suitable for large database, in which the number of different items is large. And there are not enough system resources and available memory for the process of frequent itemsets mining.

4. Conclusion and Discussion
With the development of society, data mining is increasingly widespread and profound on the application in the field of finance, sales and service industries. Association rule is a kind of basic approach for data mining, and arouse more and more concern and attention. In the view of problems that cause by the current wide use of homo-Apriori frequent itemsets in hash-tree construction. Two hash-tree construction methods were raised, the static and dynamic, which can guarantee to build a hash-tree simply and successfully one-time. This paper described in detail both static and dynamic methods, and proved the correctness. On the basis of analysis of their respective characteristics, advantages and disadvantages, gave their respective treatment conditions for mining.
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